Recurrent Neural Networks for Linear B-Epitope Prediction in Antigens
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Abstract
Experimental methods used for characterizing epitopes that play a vital role in the development of peptide vaccines, in diagnosis of diseases, and also for allergy research are time consuming and need huge resources. There are many online epitope prediction tools that can help experimenters in short listing the candidate peptides. To predict B-cell epitopes in an antigenic sequence, Jordan recurrent neural network (JRNN) are found to be more successful. To train and test neural networks, 262,583 B epitopes are retrieved from IEDB database. 99.9% of these epitopes have lengths in the interval 6-25 amino acids. For each of these lengths, committees of 11 expert recurrent neural networks are trained. To train these experts alongside epitopes, non-epitopes are created as random sequences of amino acids of the same length followed by a filtering process. To distinguish epitopes and non-epitopes, the votes of eleven experts are aggregated by majority vote. An overall accuracy of 97.23% is achieved. Then these experts are used to predict the linear b epitopes of antigen, ESAT6 (Tuberculosis).

1. INTRODUCTION
In a living organism, B-cells of the immune system recognize the pathogen’s antigens by their membrane-bound immunoglobulin receptors and, in response, produce antibodies specific to these antigens. Antigens have the capacity to bind by either a B-cell receptor or an antibody molecule. The part of an antigen that binds to an antibody is called a B-cell epitope. If an antigen is a protein, an epitope maybe either a short peptide from the protein sequence or a patch of atoms on the protein surface in the three-dimensional structure.

In the process of antibody production, and antibody detection, one needs to design a molecule that can replace an antigen that is its epitope. If this epitope is a protein, its gene can be cloned, if it is a molecule, it can be synthesized. These designed molecules are inexpensive and noninfectious in contrast to viruses or bacteria.
A peptide is called a continuous epitope of a protein when it corresponds to a short continuous stretch from the sequence of this protein, and binds the antibody raised against this protein. However, it is observed through crystallographic studies of antibodies that, most epitopes consist of atoms from distant residues joined on the protein surface in the three-dimensional space as a patch. In that sense, they are discontinuous. A third kind is nonprotein epitopes, that are polysaccharides, DNA, glycoproteins, and other molecules, that expands the range of potential pathogens that can be targeted by vaccines and diagnostics.

Prediction of immunogenic epitopes using bioinformatics tools is a challenging task because of the inherent complexity of antigen recognition[1]. At the beginning, to predict continuous B-cell epitopes, a number of algorithms have been developed based on physico-chemical properties of amino acids [2], but their accuracies were very low. The commonly used properties are hydrophilicity [3], flexibility [4], accessibility [5], and turns [6]. All the prediction calculations are based on the propensity tables for each of the 20 amino acids.

A few computer programs are also developed to make the job predicting epitopes in an antigenic sequence online. PREDITOP [7] uses 22 normalized scales, corresponding to hydrophilicity, accessibility, flexibility, and secondary structure propensities. PEOPLE [8] uses physico-chemical properties, surface accessibility, hydrophilicity, and flexibility. BEPITOPE [9] searches for patterns either in a single protein or on a complete translated genome. BcePred uses also various physicochemical properties [10]. The predictive value of algorithms varies between 40–68% [11,12]. (Saha 2006)

In 1980s, direct prediction methods based on structural and sequential analysis of T cell epitopes are also developed [13–16]. DeLisi and Berzofsky [13] proposed that the critical requirement of T cell epitopes is its ability to form stable amphipathic structure. Based on this hypothesis, a program AMPHI was developed [14, 15]. Another algorithm SOHHA was developed based on the assumption that T cell epitopes consist of a helix of 3–5 helical turns with a narrow strip of hydrophobic residues on one side.

A number of indirect methods have also been developed that predict MHC binders instead of T cell epitopes. They are based on structure, binding motifs, propensity matrices and Artificial Neural networks (ANNs) [17–25].

In 2004, machine learning techniques like artificial neural networks (ANNs) to predict B cell epitopes started to emerge[12]. [25]. In machine learning techniques, the input window length has to be fixed. 262,583 B epitopes in IEDB database, 99.9% of these epitopes have lengths in the range of 6–25 amino acids. To deal with this abundance, Saha and Raghava [12] take a fixed length of 20 amino acids although 77% of B epitopes in IEDB database have length 15 amino acids as seen in Table 1. Furthermore, they have mistaken in assuming that adding residues taken from the parent/original antigenic sequences or removing residues at the terminals, does not change their character as being of B cell epitopes. In this research, eleven neural networks are trained for each of the 20 epitope lengths between 6 and 25.

2. RECURRENT NEURAL NETWORKS (RNN)

Variables in the data are dependent nonlinearly to the outcome, and hence recurrent neural networks (RNN) are particularly useful. They are constructed by taking a feedforward network and adding feedback connections from output and/or hidden layers to input layers. The standard backpropagation algorithm also trains these networks conditional that patterns must always be presented in time sequential order. The one difference in the structure is that there are extra neurons in the input layer that is connected to the hidden layer and/or output layer just like the other input neurons. These extra neurons hold the contents of one of the layers as it existed when the previous pattern was trained. In this way, the network takes into account previous knowledge it has about previous inputs. These extra neurons are called the context unit and it represents the network’s long-term memory [26].

There are two types of RNNs: Jordan, and Elman recurrent networks. A Jordan neural network (JNN) has additional neurons in the input layer, which are fed back from output layer. While an Elman neural network (ENN) has additional neurons in the input layer, which is fed back from hidden layer.

**Jordan Recurrent Neural Networks (JNN)**

A Jordan neural network (JNN) has several feedback connections from the output layer to the input layer. The input layer has additional neurons, which are fed back from the output layer. Econometric interpretation of such feedback connection lies in the fact that in this way the model is expanded by lagged error terms (Figure 1). Using JNN, the problem of convergence can be solved by a more complex model. Although this network is more complicated than a multi-layer feed-forward network, the characteristics of feeding back data to the network are similar to a GARCH model, having the previous variance in current forecasts [27].
Figure 1. JNN with a single hidden layer

 Coding the Peptide Data, and Architecture of the Neural Network

As seen in Figure 1, the JNN used consists of one input, one hidden, and one output layer. An amino acid sequence of length \( s \) is coded first into a sparse 20x\( s \) matrix whose 20 rows are for one amino acid each, and columns are for the \( s \) residues in the peptide. For example, if the peptide is WVDVVLEHGGCVTVM and since the 20-letter alphabet of amino acids is ARNDCQHGEILKFPMSTWYV

the matrix representing this peptide will have “1” at the 17th row, first column. To enter into the input layer, this matrix is flattened into a 1x20x\( s \) vector. For the above peptide \( s=15 \), therefore the vector that represents the peptide is a 1x300 vector. One feedback is taken from the output layer and added to the input. Therefore, the input layer for 15 meer peptides as in the example, input layer consists of 301 gates. Equal number of hidden neurons are taken in one hidden layer.

3. METHODS

To train neural networks, one needs both positive (e.g. B-cell epitopes) as well as negative (e.g. non-B-cell epitope) datasets. We downloaded the positive B-cell epitope data set from the iedb.org database. Since there is no proven non-epitopes database, peptides with desired number of amino acids are taken randomly. Since these random peptides may also have B-cell epitopes, they are filtered according to a similarity threshold.

Jordanian recurrent neural networks (JRNN)s are used in the present study to predict the B-cell epitopes in an antigenic sequence. For each window length, in the domain 6–25, committee machines with eleven JRNNs in each committee are trained and votes of experts are aggregated by simple majority voting. It is seen that committee machine voting boosts accuracy at least 10%.

3.1 The Data Set

B-cell epitopes are downloaded from IEDB database that contains 365,076 continuous B-epitopes. After elimination of identical peptides, a data with 262,563 non-redundant entries resulted. The distribution of frequencies of epitopes in their lengths are shown in Table 1.

Table 1. Frequencies of B-Epitopes of given lengths

<table>
<thead>
<tr>
<th>W Size</th>
<th>Freq</th>
<th>W Size</th>
<th>Freq</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3399</td>
<td>16</td>
<td>2352</td>
</tr>
<tr>
<td>7</td>
<td>3147</td>
<td>17</td>
<td>1043</td>
</tr>
<tr>
<td>8</td>
<td>7949</td>
<td>18</td>
<td>1402</td>
</tr>
<tr>
<td>9</td>
<td>4739</td>
<td>19</td>
<td>1160</td>
</tr>
<tr>
<td>10</td>
<td>9851</td>
<td>20</td>
<td>5914</td>
</tr>
<tr>
<td>11</td>
<td>1154</td>
<td>21</td>
<td>618</td>
</tr>
<tr>
<td>12</td>
<td>6724</td>
<td>22</td>
<td>426</td>
</tr>
<tr>
<td>13</td>
<td>2221</td>
<td>23</td>
<td>468</td>
</tr>
<tr>
<td>14</td>
<td>2620</td>
<td>24</td>
<td>528</td>
</tr>
<tr>
<td>15</td>
<td>202363</td>
<td>25</td>
<td>690</td>
</tr>
</tbody>
</table>

3.2 Committee Machines

For each of 20 different lengths, committee machines with eleven members are trained. Votes of eleven experts are aggregated by majority voting. In committee machines accuracy is boosted. For example, committee machine for length 17, although accuracy of individual experts are all less than 90%, the accuracy in distinguishing epitopes and non-epitopes is boosted to 99.5% in committee voting.

Table 2. Individual accuracies of committee members and accuracy of committee voting

<table>
<thead>
<tr>
<th>Peptide Length 17</th>
<th>Expert</th>
<th>Accuracy</th>
<th>Expert</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.5</td>
<td>7</td>
<td>87.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>84.0</td>
<td>8</td>
<td>81.0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>78.5</td>
<td>9</td>
<td>87.0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>81.5</td>
<td>10</td>
<td>76.0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>87.0</td>
<td>11</td>
<td>88.0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>84.0</td>
<td>Overall</td>
<td>99.5</td>
<td></td>
</tr>
</tbody>
</table>

3.3 Accuracy on Test Sets
For each length, from the epitope and non-epitope data, 100 epitopes and equal number of non-epitopes are randomly chosen for disjoint train and test sets.

Performance Measure

It is accustomed to calculate the performance of an estimator by five parameters:

1. Sensitivity (SENS) is the percent of epitopes that are correctly predicted as epitopes;
2. Specificity (SPEC) is the percent of epitopes correctly predicted as non-epitopes;
3. Accuracy (ACC) is the proportion of correctly predicted peptides;
4. Positive prediction value (PPV) is the probability that a predicted epitope is in fact an epitope;
5. Matthew’s correlation coefficient (MCC) [12]. These parameters are calculated by the formulas (1-5).

\[
SENS = \frac{TP}{TP+FN};
\]

\[
SPEC = \frac{TN}{TN+FP};
\]

\[
ACC = \frac{TP+TN}{TP+FP+TN+FN};
\]

\[
PPV = \frac{TP}{TP+FP};
\]

\[
MCC = \frac{TP*TN-TP*FN}{\sqrt((TP+FP)(TP+FN)(TN+FP)(TN+FN))}.
\]

where TP and FN refer to true positive and false negatives, TN and FP refer to true negatives and false positives.

After training, experts achieved a performance to distinguish epitopes from non-epitopes with an average accuracy of 97.22. Sensitivity and specificity averages are also high, 96.95%, and 97.50% respectively. Positive prediction value (PPV), the probability that a predicted epitope is in fact an epitope is 97.50% in average, and Matthew’s correlation coefficient (MCC) is 0.94 in average. These five performance measures for 20 windows are given in Table 3.

3.4 Accuracy in identifying Epitopes as Epitopes.

In practice, these experts will be asked to identify a given peptide as epitope or non-epitope. When all epitopes in Table 1. are sent to experts, the accuracies in identification of these epitopes as epitopes, and non-epitopes as non-epitopes are 90.56, and 91.22 respectively. The difference between Table 3, is due to the fact that, in Table 3, the test set consist of only 100 epitopes, and 100 non-epitopes, while in the next, trained experts are tested on the whole of the large data.

4. A BLIND DATA

To evaluate performances of experts in committee machines, they are tested on the antigen ESAT-6, whose B-Epitopes are already explored in wet laboratories. ESAT-6 protein, a low-molecular weight protein secreted by virulent Mycobacterium tuberculosis, induced strong antibody response in experimentally infected monkeys.

The epitopes were determined using synthesis of overlapping peptides spanning of ESAT-6 protein and by measuring antibody response to ESAT-6 peptides by ELISA in serum samples from monkeys [28-33].

ESAT6 has 104 residues in its sequence:

ADPMTEQQWNFAGIEAAASAIQGNVTSIHSLLDEGKQSLTKLAAAAWGGSGSEAYQGVQQKWDATATELNNALQNMLARTISEAGQAMASTEGNVMTGMFAHHHHHH

Kanaujia et. al. in [28] reported eight epitopes...
all have 24 amino acids. Experts in committee machines reported ten epitopes of length 20.

The amino acids colored in red are common residues in wet lab report, and predicted peptides. The ratio of the correctly predicted amino acids is 124/160 = 77.50%.

When the sequence of ESAT6 is uploaded to the best online predictor ABCpred, the following peptides as B-epitopes for ESAT6 are returned:

The amino acids colored in red are common residues in wet lab report, and predicted peptides by ABCpred.

The percentage of the correctly predicted amino acids is 110/160 = 68.75%.

5. DISCUSSION

During the last three decades, many algorithms have been developed to predict the location of continuous B cell epitopes in antigen proteins but their rate of successful prediction remained low.

One of the major problems faced in developing B-cell epitope prediction is the variable length, mostly in the range of 6-25, of epitopes. Since machine learning techniques require fixed length of peptide, we trained 20 different RANNs for each peptide length. To improve the accuracy, indeed eleven experts are trained for each length, 220 RANNs in total. Using majority voting in the committee, accuracy of 97.20% is achieved in distinguishing epitopes from non-epitopes.

All the existing methods rely on residue properties based on hydrophilicity, flexibility, charge, mass, etc. Summing up the scores of residues from propensity vectors related to these physiochemical properties, finally they select the regions in an antigen protein, which have peaked scores and assign them as B-cell epitopes. These methods are subjective in nature because they heavily depend on the thresholds used, and one can never be sure about the boundaries of epitopes.

The performance of the method that relies on committees of RNNs in this work is the best in literature in distinguishing epitopes and non-epitope peptides of lengths in the region 6-25. The performance of committee machines is also tested on a blind dataset where we compare the predicted and experimentally determined epitopes in antigen ESAT6 protein. It is seen that our results are better than B-cell epitope prediction is made by the famous online tool ABCpred server for detecting potential B-cell epitopes in an antigen.

6. CONCLUSION

Although high 97.20% prediction accuracy in distinguishing B cell epitopes from non-epitope peptides is achieved in this study, committee machines is not an alternate to existing methods that rely on physicochemical properties. Instead, it may be a complementary to these methods. It is assumed that there is a relation between the compositions of peptides as a whole, and their properties of being an epitope, and RANNs are able to capture these properties. To implement ANN techniques in B-cell epitopes prediction firstly one needs to decide about the length of the peptide. Although committee machines decide about the epitopes with consensus, they propose B cell epitopes in all lengths in the range 6-25. Mostly small ones are nested in larger ones. Then the user needs to distinguish the largest peptides which are not nested in larger ones. Therefore, users are advised to validate the
predicted B-cell epitopes in an antigen by the use of all other existing methods.
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