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ABSTRACT: The purpose of this study is creating a machine learning 

based model is to predict heart attacks is to improve the capacity to 

anticipate the occurrence of this dangerous medical condition. It is feasible 

to find significant and linked variables that may cause heart attacks by 

using the decision tree as a tool for medical data analysis. The system 

analyzes clinical data using artificial intelligence techniques to find 

patterns that might suggest the possibility of a heart attack. The advantage 

is early disease detection and prediction, which allows the medical staff to 

better plan treatment and take preventative action. This kind of system can 

aid in enhancing patient care and lowering the likelihood that. Throuought 

the study, two paths will be examined, the first one is applying machine 

learning algorithms without applying feature selection, and the second one 

with feature selection process. Three mainly feature selection algorithms 

will be examined to find the most correlated features that affect the heart 

attack. The model will examine six machine learning decision tree 

algorithms namely (decision stump, hoeffding tree, j48, LMT, random 

forest, and rep tree) to find the accurate algorithm in prediction. The results 

show that LMT have the accurate prediction accuracy with 82.5%. 

 

1. INTRODUCTION 

Myocardial infarctions, commonly referred to as heart 

attacks, are major causes of death in many countries. 

According to the report, about 805,000 Americans 

suffer a heart attack annually, of which 605,000 are 

first-time sufferers and the remaining 200,000 have 

experienced a heart attack before. The prevalence and 

seriousness of heart attacks are highlighted by this data, 

making them a serious public health issue, while that 

heart attacks are frequently caused by coronary heart 

disease [1]. The accumulation of fat or bad cholesterol 

in the artery walls causes a blockage that is the main 

cause of this condition. A heart attack damages the 

heart’s muscle tissues because there is not enough blood 

flow to the heart. One of the most concerning industries 

when it comes to data collection and processing is the 

healthcare sector. A huge volume of multidimensional 

data in different clinical sectors had been created in the 

last few years. Data of hospital resources, clinical 

factors, diagnosis data, medical records of patients, 

besides, medical equipements data. Thesr complicated, 

and dense data need to be preprocessed, and enhanced 

to get the knowledge required for supporting decision-

making process [2]. One promising use of medical data 

mining is to uncover hidden patterns in medical data 

sets. The human body’s vital pumping organ needs to be 

properly cared for. Unexpected developments could 

encourage the confinement of sporadic illnesses. Proper 

datasets from the verified repository and the application 

of supervised techniques would help with monitoring 

and prediction in the event that an unfavorable event 

occurred. Machine learning techniques are one such 

method that may be preferred by the market. The 

foundation of machine learning is data testing and 

training, whereby the system uses experience-based 

data [3], [4]. It is very important to find the most 
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correlated feature that affects the heart attack, and this 

process may assist both clinical staff and patients. This 

process can determine the factors that can reduce the 

number of heart attack cases [5]–[7]. Using machine 

learning for this aim can give accurate results in both 

finding the correlated features and predicting the 

attacks. Machine learning and decision tree algorithms 

are utilized in different sectors and prove their accurate 

results in prediction, such as education [8]–[11], 

healthcare [12]–[14], the industial sector [3], [13], and 

agriculture [15], [16]. 

The benefit of creating a system to predict heart attacks 

is to assist patients in early disease diagnosis and taking 

necessary preventive actions, promoting healthier lives, 

steering clear of habits that contribute to this condition, 

and ultimately reducing the incidence and fatalities 

associated with it. After the model has been trained, 

predictions are made using the test dataset. The term 

”supervised learning” refers to learning that occurs 

while a teacher is present and includes methods like 

logistic regression, Naive Bayes, decision trees, SVM 

models, KNN, and random. For the development 

process, machine learning techniques are helpful in 

integrating large amounts of data. 

The remaining sections are organized as follows: 

Section 2 reviews the background information about the 

problem statement; Section 3 demonstrates the 

methodology steps, starting with data preprocessing and 

ending with model evaluation; and Section 4 lists the 

concluded points, recommendations, and future works..   

2. LITERATURE REVIEW 

This section lists the related works that utilize data 

mining techniques in the field of heart attacks and 

diseases related to this field. In [17], Saboor et al. 

proposed a study that focused on accurate and timely 

identification utilizing effective and dependable 

machine learning algorithms to detect heart disease. The 

field of medical sciences underwent significant 

diversification, driven by computing capabilities and 

technique improvements, particularly in the process of 

diagnosing human heart diseases. Various classifiers, 

incorporating a variety of algorithms including logistic 

regression (LR), support vector machine (SVM), LDA, 

random forest (RF), and XG Boost (XGB), were 

employed to predict heart disease based on a standard 

dataset. Performance evaluation with metrics like 

sensitivity, specificity, F-measure, and classification 

accuracy was evaluated before and after hyperparameter 

tuning. Results indicated notable enhancements in the 

precision of prediction classifiers following the tuning 

of hyperparameters, highlighting the effectiveness of 

data standardization and tuning in machine learning 

classifiers. 

In [18], Bhatt et al. explored the application of machine 

learning, specifically employing k-implementing modes 

clustering with Huang’s initial method to enhance 

classification precision. Models such as RF, decision 

tree classifier (DT), multilayer perceptron (MP), and 

XGB were employed and optimized using 

GridSearchCV. The suggested model, utilized on a 

practical dataset comprising 70,000 instances from 

Kaggle, demonstrated high accuracy: decision tree 

(achieving 86.37 accuracy with cross-validation), 

XGBoost (achieving 86.87 accuracy with cross-

validation), random forest (reaching 87.05 accuracy 

with cross-validation), and multilayer perceptron (87.28 

accuracy with cross-validation). the AUC values for the 

models were decision tree (score of 0.94), XGBoost 

(score of 0.95), random forest (score of 0.95), and 

multilayer perceptron (with a score of 0.95). The 

research determined that the multilayer perceptron, The 

accuracy was enhanced with a score of 87.27 when 

applying the alogrithms using cross-validation.  

In [4] Gupta et al. proposed a study using supervised 

machine-learning techniques, including K-Nearest 

Neighbour, DT, LR, NB, and SVM, to predict cardiac 

disease. The dataset used was collected from the 

University of California, Irvine (UCI) repository. LR 

outperformed other supervised machine learning 

algorithms regarding performance while demonstrating 

a low false negative rate. The study suggested the 

potential for accuracy improvement through ensemble 

techniques. Jupyter Notebook, with its versatile libraries 

and header files, was deemed the optimal tool for the 

precise and accurate implementation of Python 

programming in this contex. 

In [19], Jindal et al. proposed a model that focused on 

predicting the heart attack based on different attributes 

based on K-nearest neighbor and LR. The model 

demonstrated significant accuracy in predicting heart 

disease, alleviating the pressure associated with 

accurate identification. The system, implemented in 

the.pynb format, not only enhanced medical care but 

also reduced costs. The study provided valuable insights 

for predicting heart disease in individuals, contributing 

to proactive healthcare measures. 

3. BACKGROUND 

The heart is an essential component of the 

cardiovascular system and muscle that pumps blood 
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throughout the body. The cardiac muscle, which is 

housed in the chest behind the ribs, is a powerful muscle 

that makes up the heart. A heart attack is an emergency 

condition that happens when blood flow to a part of the 

heart muscle is blocked, seriously damaging the heart 

muscle. A heart attack is one of the arteries supplying 

the many diseases that can affect the heart. A blockage 

in one of the arteries supplying the heart with blood is 

typically the cause. According to WHO, the deaths due 

to heart diseases in Iraq reached 18.50% of total deaths 

in 2017, and Iraq has been identified as having the 19th 

rank at the international level [20], [21] [22]. 

Between 2015 and 2016, 165 patients diagnosed with 

myocardial infarction (MI) were admitted to the Cardiac 

Specialty Hospital (Coronary Care Unit) in Sulaimani, 

Iraq. Different factors such as lifestyle, family history, 

socioeconomic status, and classical risk factors are 

investigated, and the results showed that the most 

common category of individuals who have been 

infected is the category of individuals aged ≥61 years. 

The findings showed that 98.2% did not consume fish, 

and 56.4% and 58.8% did not eat daily fruits and 

vegetables, respectively. Smoking correlated 

significantly with age, gender, education level, and 

marital status. In Sulaimani, predictors of heart attack 

included a sedentary lifestyle, high body mass index, 

positive family history, an unhealthy diet, smoking, 

high blood pressure, dyslipidemia, and diabetes mellitus 

[23]. In the field of machine learning, there are several 

tools available that aid in data mining and predictive 

modeling. One such tool is Weka, which stands out 

from the others due to its extensive collection of 

machine learning algorithms and its open-source nature 

[24][25], [26].  Weka tool is one of powerful tools that 

been utilized in different sectors and help the analysits 

to perform the knowledge discovery and help in 

supporting decisions such as healthcare [27], [28], and 

eduation [29], [30].  

4. METHODOLOGY 

The methodology framework that has been followed in 

this study is shown in Figure 1. The first step is 

performing data preprocessing, since it is a critical step 

that affects the overall model accuracy. The second step 

is the feature selection process, where the dataset is 

examined to find the correlated features that affect the 

heart attack. The third step includes implementing six 

decision tree approaches (namely decision stump (DS), 

hoeffding tree (HT), logistic model tree (LMT), RF, 

random tree (RT), and reduced error pruning tree (ReT)) 

in order to find the optimal algorithm to predict heart 

attacks. The final step includes examining the model 

before and after feature selection to find the optimal 

algorithm for prediction and to examine the effect of 

feature selection on the prediction process. 

 

Figure 1: Model framework 

4.1. Data Preprocessing 

The dataset used in this study [31] consists of 303 

records of patients diagnosed with heart attacks. The 1 

holds the metadata of the dataset, the minimum and 

maximum values, and if the column holds an empty 

value, the age represents the patient's age, and the sex 

represents the patient's gender (male or female). The 

column cp represents the type of chest pain, while trtbps 

represents blood pressure at rest. Column chol 

represents the level of cholesterol in the blood, while fbs 

represents the blood sugar level while fasting. The 

column restecg represents the results of the 

electrocardiogram at rest, while thalachh is the 

maximum heart rate achieved during the physiological 

test. Column exng represents the presence or absence of 

chest pain during exercise, while oldpeak represents the 

relative decrease in the peak of the ST segment of the 

heart. Column slp represents the slope of the heart rate, 

caa represents the number of major vessels colored by 

fluoroscopy, thall represents the type of anemia, while 

the output represents the final class. 

 

Table 1 Dataset Metadata 

Seq Field Min Max Null 

1 
age 29 77 

None 

2 
sex 0 1 

None 

3 
cp 0 3 

None 

4 
trtbps 94 200 

None 

Data 
Preprocesing

Feature 
Selection

Model 
Implementaiong

Model 
Evaluation
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5 
chol 126 564 

None 

6 
fbs 0 1 

None 

7 
restecg 0 2 

None 

8 
thalachh 71 202 

None 

9 
exng 0 1 

None 

10 
oldpeak 0 6.2 

None 

11 
slp 0 2 

None 

12 
caa 0 4 

None 

13 
thall 0 3 

None 

14 
output 0 1 

None 

 

The platform specifications utilized in this study are 

listed in Table 2. Since the data is cleaned, so the 

required data preprocessing steps, including data 

cleaning is not nessecirely. 

Table 2: Platform Specification  

Hardware Specification 

CPU 
Intel Corei7-7 

RAM 
16GB 

HARD 
256G SSD 

OS Win 10 Home 

4.2. Feature Selection 

In this step, three main feature selection (FS) 

approaches will be examined. Info Gain (IG) is a 

method used in machine learning to evaluate the 

importance of a feature by measuring the reduction in 

uncertainty it brings to a dataset. It quantifies the 

amount of information gained when a feature is added 

to the model. Info Gain is frequently employed to rank 

features based on their relevance in classification tasks 

[32], [33]. Gain Ratio (GR) is a refinement of Info Gain, 

designed to account for the bias of Info Gain towards 

features with numerous values or categories. It 

normalizes information gain by dividing it by split 

information, which assesses data branching based on the 

selected feature. The gain ratio is utilized to mitigate the 

bias of Info Gain for high-cardinality features [34], [35]. 

The symmetric evaluator (SE), or symmetrical 

uncertainty, is a metric for evaluating the relationship 

between two features in a dataset. It assists in 

quantifying the degree of correlation between two 

candidate features. If a strong relationship exists 

between two features, removing one of them may be 

advisable to reduce redundancy and enhance model 

performance [36]–[38]. These feature selection 

techniques are crucial for dimensionality reduction and 

enhancing machine learning models' effectiveness. 

They enable the selection of a subset of relevant features 

with less redundancy and noise, ultimately leading to 

more accurate and efficient models. Please feel free to 

explore the provided resources for a deeper 

understanding of each algorithm's applications and 

implementations. 

Table 3: Features’ Correlation 

FS Algorithm Selected Features 

IG 13, 3, 12, 10, 9, 8, 11, 1, 2 

GR 3, 13, 12, 9, 8, 11, 10, 2, 1 

SE 3, 13, 12, 9, 8, 10, 11, 2, 1 

 

According to Table 3, according to the IG filter, the 

featruer (13, 3, 12, 10, 9, 8, 11, 1, and 2) have the most 

effect on the heart attack, starting from feature (thall, cp, 

caa, oldpeak, thalachh, slp, and age), while other 

features have no correlation with the target class. Next, 

according to GR, features (3, 13, 12, 9, 8, 11, 10, 2, and 

1) have the most effect on the target class, while there is 

no correlation between the remaining features and the 

target class. Finally, according to SE, features (3, 13, 12, 

9, 8, 10, 11, 2, and 1) affect the heart attack, while other 

features have no correlation with the target class. The 

top three features that affect the heart attack according 

to these algorithms are (thall, cp, and caa); see Figure 2.   

 

Figure 2: Attributes’ correlations 

4.3. Model Implementation 

Six decision tree algorithms are utilized in this study. 

The first one is DS, which is a basic one-level decision 

tree used for binary classification. It makes decisions 

based on a single feature and is often employed in 

ensemble methods like AdaBoost [39]. The second one 

is HT which is designed for incremental learning from 

data streams. This approach updated the tree structure 

0
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continuously  [14], [40]. The third algorithm is J48, the 

widely used DT algorithm, where the dataset is 

recursively splitted to increase the gained information 

while the resultant decision tree is created based on the 

splitted dataset. J48 is a suitable choice for the divide-

and-conquer and top-down approaches [13]. Next, the 

fourth approach is the LMT algorithm, where two 

approaches are combined (LR and DT). DT is utilized 

in the dataset partition process, while LR is applied to 

each partition of the dataset. This algorithm is optimal 

for nonlinear and complex relationships within 

datasets  [41], [42]. The fifth algorithm is RF, one of the 

ensemble techniques that can enhance accuracy by 

combining multiple DTs. This algorithm utilized 

random feature selection and bootstrapped the samples 

of data to introduce randomness [43], [44]. Next, the 

sixth algorithm is RT, where the randomization is 

incorporated to construct the DT. To perform splitting, 

random features are selected to make it suitable for the 

high-dimension datasets and to overcome the overfitting 

problem [26], [44]. Finally, ReT is one of the DT 

algorithms that builds the structure of the tree and 

improves generalization by pruning it. It iteratively 

removes branches that do not significantly affect 

accuracy  [45]. These machine learning algorithms have 

unique characteristics and applications, making them 

suitable for different types of classification tasks. By 

understanding their distinctions, you can choose the 

most appropriate algorithm based on the specific 

requirements and nature of your dataset. 

4.4. Model Evaluation 

After implementing the FS step and determining the 

most correlated features, the model evaluation process 

is performed with feature selection (WFS) and without 

feature selection (WOFS) to measure the data mining 

accuracy before and after the feature selection process. 

According to Figure 3, the accuracies of algorithms 

(Hoeffding tree and random tree) are enhanced by 1% 

and 5%, respectively, while the accuracies are 

decreased by 0.33%, 0.33%, 0.99%, and 3.02% for J48, 

LMT, RF, and ReT, respectively. The best accuracy 

score is LMT without feature selection (82.51%).

 

 

Figure 3: Model evaluation before/after feature selection process 

5. CONCLUSION AND FUTURE WORKS 

The purpose of creating an automated heart attack-

based system to predict attacks is to improve the 

capacity to anticipate the occurrence of this dangerous 

medical condition. It is feasible to find significant and 

linked variables that may cause heart attacks by using 

the decision tree as a tool for medical data analysis. The 

system analyzes clinical data using artificial intelligence 

techniques to find patterns that might suggest the 

possibility of a heart attack. The advantage is early 

disease detection and prediction, which allows the 

medical staff to better plan treatment and take 

preventative action. This kind of system can aid in 

enhancing patient care and lowering the likelihood of 

that. A feature selection process can be adopted to find 

the correlation between the features in the dataset and 

the heart attack. According to the feature selection 

process in the paper, it is obvious that there are 

correlations between some features while others may 

have no effect on the heart attack. According to the 

results, the top three features that affect the heart attack 

are thall, cp, and caa. The effectiveness of machine 
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learning algorithms is found in their ability to learn from 

the data and predict future trends. Six decision tree 

algorithms were utilized in this study, and the best 

algorithm for predicting was LMT. The model will be 

examined with more data, and it can be implemented to 

predict real-time cases to help the clinical staff. The 

proposed model can be utilized as an assistant tool to 

predict heart attack cases.  
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